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FOREWORD

The 2004 Annual Report of the OASDI Board of Trustees includes a brief description of the
OCACT Stochastic Model (OSM, Version 2004.1) and projections produced using it. Actuarial
Study No. 117 isintended to provide more extensive details of this model and its results.

The purpose of the OSM is to provide probability distributions for the range of possible future
experience of the OASDI program under present law. This probabilistic representation of uncer-
tainty augments the presentations of low and high cost alternatives and sensitivity analyses that
have traditionally been included in the Trustees Report. It should be noted that this model isin its
first stage of development. Future improvements and refinements to the model are expected. In
particular, future revisions are expected to more fully reflect the range of uncertainty about future
experience.

Anthony W. Cheng and Michael L. Miller developed the equations for the OSM, Version 2004.1.
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A STOCHASTIC MODEL OF THE LONG-RANGE FINANCIAL
STATUSOF THE OASDI PROGRAM

. INTRODUCTION

Each year the Board of Trustees of the Federal Old-Age and Survivors Insurance (OASI) and Disability
Insurance (DI) Trust Funds provides three separate sets of long-range (75-year) assumptions for key
demographic and economic variables that affect the future financial status of the combined OASI and DI
(OASDI) programs. The intermediate (alternative 11) set of assumptions representsthe Trustees' best esti-
mate for future experience, while the low cost (alternative I) and high cost (alternative I11) sets of
assumptions are more and less favorable, respectively, from the perspective of the trust funds future
financial outlook. The Office of the Chief Actuary (OCACT) of the Social Security Administration
(SSA) uses the three sets of assumptions to project the principal factors affecting the financial status of
the OASDI program. Taken together, these three projections give policy makers a sense of the range of
variation in the assumptions and in the financial status of the OASDI program. However, this determinis-
tic approach makes no attempt to assign values to the likelihood of these sets of assumptions.

This Actuarial Study documents the OCACT Stochastic Model (OSM), Version 2004.1. The OSM
assigns random variation for some of the key demographic and economic assumptions. These include the
total fertility rate, rates of change in mortality, levels of immigration, emigration, and net other immigra-
tion, unemployment rate, inflation rate, real interest rate, growth rate in the rea average wage, and dis-
ability incidence and recovery rates. The OSM is designed such that the projected values for each
variable are centered on the intermediate assumptions of the 2004 Trustees Report (TRO411).

Stochastic variation is introduced by developing equations based on standard time-series models. Gener-
ally, an equation may include the following: the variable’s prior-period values, prior-period error terms,
and other variables. In addition, each equation includes a random error term. The ranges of the regres-
sions depend on the nature and quality of the historical data. Projected values for each variable in each
year are computed using Monte Carlo techniques to assign the degree of stochastic variation around the
Trustees' intermediate assumptions. Each simulation projects annual values for each variable over the 75-
year period, in addition to summary measures of the financial status of the combined OASDI Trust Funds
(e.g., thelong-range actuarial balance).

It is important to note that the results presented here should be interpreted with caution and with a full
understanding of the inherent limitations of the process. If certain changes are made to the model specifi-
cations, then the projections could be significantly altered. For example, if any one equation is respeci-
fied, or if the degree of interdependency among variables is modified, or if the historical period used in
fitting any equation is changed, the results would be different. In addition, if variables other than those
mentioned above (such as labor force participation rates, retirement rates, marriage rates, and divorce
rates) were included in the stochastic modeling, the results would differ. Finally, additional variability
would be expected to result from incorporating statistical approaches that would allow for potential struc-
tural shifts in the long-range central tendencies (i.e., parameter uncertainty). In conclusion, the current
OSM’s projected variation is likely to be narrower than the true range of uncertainty for the future.
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The remaining chapters of this Actuarial Study provide detailed information from the OSM.
Chapter |1 presents the equations used to model random variation in the assumptions. Chapter 111
explains the overal structure of the OSM and its modules. Chapter IV presents projection results,
including the projected probability distributions for the stochastic assumptions and the summary
actuarial measures used to assess the long-range financial status of the OASDI program. Chapter
IV also presents a sensitivity analysis for each stochastic assumption.

Six appendicesto this Actuarial Study are included. Appendix A contains background material on
various financia estimates of the OASDI program. Appendices B and C contain introductions to
time-series modeling and Monte Carlo simulation, respectively. Appendix D provides additional
details of the time-series equations used in the OSM. Appendix E provides a glossary of terms
used in this study, and appendix F is a bibliography of references cited in this study.
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1. EQUATION SELECTION AND PARAMETER ESTIMATION

Equations were selected for a set of assumption variables that include the total fertility rate,
changes in mortality, levels of immigration, emigration, and net other immigration, unemploy-
ment rate, inflation rate, real interest rate, growth rate in the real average wage, and disability inci-
dence and recovery rates. The parameters of the equations were estimated using standard time-
series modeling techniques, and then modified so that the projected variation was centered on the
TRO411. Appendix B discusses the theory behind this procedure. This chapter briefly describes
and presents each equation, while appendix D provides more detailed information and statistics.
Historical time-series data can be obtained from OCACT.1

A. FERTILITY

Thetotal fertility rateisthe sum of age-specific birth rates? for women aged 14 through 49. Thus,
the total fertility rate for a given year may be interpreted as the average number of children that
would be born to a woman throughout her lifetime if she were to survive the entire childbearing
period and experience the observed age-specific birth rate each year of her life.

Historical values for the total fertility rate in the U.S. for 1917 through 2002 are available from
the National Center for Health Statistics3 and the U.S. Census Bureau.4 The total fertility rate
ranged from a minimum of 1.74 in 1976 to a maximum of 3.68 in 1957, and has remained rela-
tively stable, near 2.00, since 1990. The rate was 2.01 in 2002.

Using time-series analysis, an ARMA(4,1) equation was selected and parameters were estimated
using the entire range of data. Figure 11.1 presents the actual and fitted values. The R-squared
value was 0.98. The modified equation is:

F = F™+1.99f_, —151f_, +091f_,—0.42f_, +& —0.67z,_,. (1)

In this equation, F; represents the total fertility ratein year t; F™" represents the projected total
fertility rate from the TRO4II in year t; f; represents the deviation of the total fertility rate from
the TRO4II total fertility rate in year t (i.e. f,=F —F™") and & represents the random error in
year t.

1 Contact OCACT (actuary@ssa.gov).

2 Age-specific birth rates are defined as the number of live births to women of a given age divided by the estimated female popu-
lation of the given age at midyear.

3 www.cdc.gov/nchs

4 www.census.gov
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Figure 11.1—U.S. Total Fertility Rate, Calendar Years 1917-2002
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B. MORTALITY

The annual rate of decrease in the central death rated (which is sometimes referred to as the
annual rate of improvement in mortality) is calculated as the negative of the percent change in the
central death rate for agiven year. Thus, a positive value represents a decrease in the central death
rate from one year to the next.

Central death rates were calculated for 42 age-sex groups (under 1, 1-4, 5-9, 10-14, ..., 85-89, 90-
94, and 95+; male and female) for the period 1900 through 2000.6 Data for the annual numbers of
deaths and the U.S. resident population are from the National Center for Health Statistics and the
U.S. Census Bureau, respectively. For the population aged 65 or older, annual deaths and enroll-
ments are from the Centers for Medicare & Medicaid Services.

Using the approach of other researchers (Congressional Budget Office, 2001), an AR(1) equation
was selected for the annual rate of decrease in the central death rate for each age-sex group. The
genera form of the modified equation is:

MR, =M TF: + ¢kmrk,t—l +& - 2

In this equation, MRy ; represents the annual rate of decrease in the central death rate for group k
inyeart; M T'f represents the projected annual rate of decrease from the TRO4I1 for group K in
year t; mry; represents the deviation of the annua rate of decrease from the TR04I1 value for
group k in year t; and & represents the random error for group k in year t. Appendix D contains
the estimates of the parameters, ¢, in Equation (2).

A Cholesky decomposition was performed using the residuals from the 42 fitted equations.
Appendix B discusses this technique. The Cholesky matrix used was42x 42 with the age groups
in ascending order with alternating male and female groups.

5 The centra death rate is defined as the annual number of deaths for a particular group divided by the estimated population of
that group at midyear.

6 A detailed description of the methodology used in calculating death rates by age and sex can be found in Actuarial Study
No. 116. www.socia security.gov/OACT/NOTES/as116/as116_Foreword.html
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C. IMMIGRATION

Total immigration is defined here as legal immigration minus legal emigration plus net other
immigration. Each component is modeled separately.

1. Legal Immigration

Legal immigration is defined as persons lawfully admitted for permanent residence into the
United States.” The level of legal immigration largely depends on legislation which basically
serves to define and establish limits for certain categories of immigrants. The Immigration Act of
1990, which is currently the legislation in force, establishes limits for three classes of immigrants:
family-sponsored preferences, employment-based preferences, and diversity immigrants. How-
ever, no numerical limits currently exist for immediate relatives of U.S. citizens.

Historical datafor legal U.S. immigration for years 1901 through 2002 are from the U.S. Citizen-
ship and Immigration Services.8 Legal immigration averaged nearly one million per year from
1900 through 1914, then decreased substantially to about 23,000 in 1933. Since the mid-1940s,
legal immigration increased steadily to over one million in 2002.

An ARMA(4,1) equation was selected and parameters were estimated using the entire range of
historical data. The R-squared value was 0.92. Figure 11.2 presents the actual and fitted values.
The modified equation is:

IM, = IM®+1.08im_, —0.54im_, +0.69im_, —0.31im_, +¢, + 0.49%, ,. 3)

In this equation, IM; represents the annual level of legal immigration in year t; IM® represents
the projected level of legal immigration from the TRO4I1 in year t; im; represents the deviation of
the annual level of legal immigration from the TRO4I1 value in year t; and & represents the ran-
dom error in year t.

7 For more detailed information, refer to the Yearbook of Immigration Statistics -
uscis.gov/graphics/shared/aboutus/statistics'ybpage.htm.
8 Formerly known asthe Immigration and Naturalization Service (INS).
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Figure 11.2—U.S. Legal Immigration, Calendar Years 1901-2002
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2. Legal Emigration

Legal emigration is defined as the number of persons who lawfully leave the United States, and
are no longer considered to be a part of the Social Security program. Although annual emigration
data are not collected in the United States, the U.S. Census Bureau estimates that the level of emi-
gration for the past century roughly totaled one-fourth of the level of legal immigration.

Using the Census estimates as an approximate guide, the parameters of Equation (3) are multi-
plied by one-fourth.® The modified equation is:

EM, = EM® +0.27em_, —0.13em_, + 0.17em_,—0.08em_, + &, +0.12¢, .. (4)

In this equation, EM, represents the annual level of legal emigration in year t; EM,™ represents
the projected annual level of legal emigration from the TRO4I1 in year t; em; represents the devia-
tion of the annual level of legal emigration from the TRO4II value in year t; and & represents the
random error in year t.

3. Net Other Immigration

Net other immigration is defined as the annual flow of persons into the United States minus the
annual flow of persons out of the United States who do not meet the above definition of legal
immigration or legal emigration. Thus, net other immigration includes unauthorized persons and
those not seeking permanent residence.

9 Itisimportant to note that legal emigration is simulated independently from legal immigration.
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Since complete data does not exist for net other immigration, we rely on indirect measurements
from the U.S. Census Bureau for our estimate. The Census Bureau accomplishes this by compar-
ing two consecutive decennial census populations, applying known components of change, and
assigning the residual to net other immigration. The annual level of net other immigration is
assumed to follow arandom walk. The modified equation is of the form:

AQ, = AOtT R+ &;  Opps = OzTc)%s- (5)

In this equation, AO; represents the change in the annual level of net other immigration in year
t; AO™® represents the projected annual change in the level of net other immigration consistent
with the TRO4I1 in year t; and & represents the random error in year t. The equation is initialized
withO}5;, the level of net other immigration in 2003 from the TRO41.
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D. RELATED ECONOMIC VARIABLES

The unemployment rate, inflation rate and real interest rate are simulated together using a vector
autoregression, in order to capture the relationship among the three variables that economic the-
ory suggests are related.19 In the vector autoregression, each variable is regressed on the
prior-period values of all three variables. Vector autoregressions of different prior-period lengths
were tested and it was determined that a vector autoregression including 2 prior years provided a
reasonable fit. The historical period considered was 1960 to 2002.

For the vector autoregression, the unemployment rates (as defined in section I1.D.1) were
expressed as log-odds ratios!! to bound the values between 0 and 100 percent. In addition, the
adjusted inflation rates (as defined in section 11.D.2) had alogarithmic transformationl2 applied to
give them a lower bound for the vector autoregression. Instead of simply log-transforming the
inflation rate series, 3.0 percent was added to the inflation rate series prior to the log-transforma-
tion. This gave the inflation rates a lower bound of -3.0 percent. For the remainder of this section
and for section 11.E, references to the unemployment rates and inflation rates refer to the trans-
formed rates.

1. Unemployment Rate

The unemployment rate is the number of unemployed persons seeking work as a percentage of the
civilian labor force. Historical values are published by the Bureau of Labor Statistics (BLS).13
The annual levels are an average of the 12 monthly rates.

Between 1960 and 1974, the unemployment rate was relatively stable, ranging from alow of 3.5
percent in 1969 to a high of 6.7 percent in 1961. Between 1975 and 1994, the unemployment rate
moved to higher levels, and peaked at 9.7 percent in 1982. From 1994 to 2000, arapid economic
expansion resulted in unemployment rates falling to 4.0 percent.

For the unemployment rate equation, the R-squared value was 0.85. The actual and fitted values
are shown in figure 11.3. The modified equation is:

U, =U®+0.96u, , —0.30u,_,+0.40i,_, —0.08i,_,+0.75r, , +0.61r_,+¢,. (6)

In this equation, U; represents the unemployment rate in year t; U is the unemployment rate
from the TRO4II in year t; u, represents the deviation of the unemployment rate from the TRO4I|
unemployment rate in year t; i, isthe deviation of theinflation rate from the TRO4I1 inflation rate
inyear t; ryisthedeviation of thereal interest rate from the TRO4I1 real interest rate in year t; and
&t Isthe random error in year t.

10 Foster (1994) suggested that a multivariate approach might capture a more appropriate range of variability for these economic
variables. CBO implemented this approach in their stochastic model.

1u U, =log[RU, /(1- RU,)], where RU; is the unemployment rate in year t expressed as a decimal.

12 I, =log(r, + 0.03), where 7, isthe percent change in the adjusted inflation rate in year t expressed as decimals.

13 www.bls.gov/cps’home.htm
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Figure 11.3—Unemployment Rate, Calendar Years 1960-2002
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2. Inflation Rate

The inflation rate is defined as the annual growth rate in the Consumer Price Index for Urban
Wage Earners and Clerical Workers (CPI). The BLS publishes historical values for the CPI.14 The
BLS periodically introduces improvements to the CPI that affect its annual growth rate but does
not revise earlier values. Consequently, OCACT has adjusted the CPI by back-casting the effects
of the improvements on earlier values to improve consistency. The inflation rate is important
because it determines the annual cost-of-living adjustment (COLA) for OASDI benefits.

Over the historical period from 1960 to 2002, the adjusted inflation rate ranged from alow of 0.8
percent in 1961 and 1962 to a high of 10.9 percent in 1980, and was 1.4 percent in 2002.

For the inflation rate equation, the R-squared value was 0.83. The actual and fitted values are
shown in figure 11.4. The modified equation is:

I, =1-0.77u,_, + 0.72u,_, + 0.60i,_, +0.30i, , —4.85r,_, +1.80r, , +&,,. (7)

In this equation, |, isthe CPI inflation ratein year t; 1™ isthe CPI inflation rate from the TRO4!|
inyear t; u, represents the deviation of the unemployment rate from the TRO411 unemployment
ratein year t; i isthe deviation of the inflation rate from the TRO4II inflation rate in year t; ryis
the deviation of the real interest rate from the TRO4I1 real interest rate in year t; and &y is the ran-
dom error in year t.

14 www.bls.gov/cpi

10
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Figure Il.4—Inflation Rate (CPI), Calendar Years 1960-2002
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3. Real Interest Rate

All securities held by the OASI and DI Trust Funds are issued by the Federal Government.
Almost all of these securities are special issues (i.e., securities issued only to the trust funds). His-
torical data on actual nominal interest rates of new purchases of these securities are published by
OCACT.15 The nominal interest rate on new purchases of these securities for a given month is set
equal to the average market yield on all marketable Federal obligations that are not callable and
do not mature within the next 4 years.16 Annual nominal interest rates are the average of the 12
monthly rates, which in practice are compounded semiannually.1” The real interest rate earned on
these obligationsis equal to the annual (compounded) nominal yield divided by the inflation rate.

Looking at the period from 1960 to 2002, real interest rates on new purchases of specia issues
rose to much higher levels in the 1980s, as investors demanded higher risk premiums for
increased uncertainty surrounding the unexpectedly high rates of inflation. Since then, the rate of
inflation and the real interest rate have declined.

For the real interest rate equation, the R-squared value was 0.81. The actual and fitted values are
shown in figure 11.5. The modified equation is:

R = R™+0.06u,_,—0.05u, ,+0.03_,—0.03, ,+1.23r , —0.32r , +&,. ®)

15 www.social security.gov/OA CT/ProgData/newl ssueRates.html

16 For more details on the history of trust fund investment policy, see Actuarial Note 142, Social Security Trust Fund Investment
Policies and Practices, by Jeff Kunkel, www.social security.gov/OACT/NOTES/notel42.html.

17 For example, the annualized nominal yield on a special issue with a 6.0-percent nominal interest rateis equal to
(1+.06/2)2 -1 = 6.09 percent.

11
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In this equation, R; represents the real interest rate in year t; R™ represents the real interest rate
from the TRO4II in year t; u, represents the deviation of the unemployment rate from the TRO4I|
unemployment rate in year t; i, represents the deviation of the inflation rate from the TROA4lI
inflation rate in year t; r; represents the deviation of the real interest rate from the TRO4lI rea
interest rate in year t; and &y is the random error term in year t.

Figure I1.5—Real Interest Rate, Calendar Years 1960-2002
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E. REAL AVERAGE COVERED WAGE (PERCENT CHANGE)

The real average covered wage is defined as the ratio of the average nominal OASDI covered
wage to the adjusted inflation rate. Because of the expansion of covered employment, the annual
growth rate in the real average covered wage differs significantly from the annual growth ratein a
real average economy-wide wage series. In the future, however, the annual growth ratesin thetwo
measures are expected to be approximately identical since projected coverage changes are insig-
nificant. Hence, the historical variation of the annual percent change in the real average economy-
wide wage is used to model the future variation of the annual percent change in the real average
covered wage.

The real average economy-wide wage is the ratio of the average nominal wage to the adjusted
CPl. The nominal wage is the ratio of wage disbursement as published by the Bureau of Eco-
nomic Analysis (BEA) National Income and Product Accounts (NIPA) to civilian employment.
Civilian employment is the sum of total wage employment, as published by the BLS from its
Household Survey, and total U.S. Armed Forces from the Census Bureau. The BLS periodically
introduces improvements to its employment data but does not revise earlier data. However, the
BLS has developed adjustment factors to improve the comparability of employment data with
earlier years.18 OCACT has used these factors to adjust the wage employment data.

The formula for calculating the annual percent change in the real average wage, given a nominal
wage series, is.

W, = (NW,/ NW,_,)/(CPI,/CPI_,)~1.

W, is the annual percent change in the real average wage expressed in decimalsin year t; NW; is
the level of the nominal average wage in year t; and CPI; isthelevel of the CPI in year t.

The model estimates the annual percent changes in the real economy-wide wage as a function of
the current unemployment rate and the unemployment rate of the previous year, expressed as log-
odds ratios, over the period from 1968 to 2002. The value for 1974 was an outlier and therefore
was excluded in the development of the equation. The R-squared value was 0.53. The actual and
fitted values are shown in figure 11.6.

The estimated coefficients and standard error of the regression are then used to simulate the per-
cent change in the real average covered wage. The modified equation is:

W, =W —0.06u, +0.04u,_, +&,. )

In this equation, W; represents the percent change in the real average covered wage in year
t; W™ represents the percent change in the real average covered wage from the TRO4II in year
t; u; represents the deviation of the (log-odds transformed) unemployment rate from the TRO4I|
unemployment rate in year t; and & represents the random error in year t.

18 For a detailed description of the methodology, refer to the article titled Creating Comparability in CPS Employment Series -
www.bls.gov/cps/cpscomp.pdf.
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Figure 11.6—Real Average Wage (Percent Change), Calendar Years 1968-2002
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Disability Incidence Rate

F. DISABILITY INCIDENCE RATE

The disability incidence rate for a given year is the proportion of the exposed population at the
beginning of that year who become newly entitled to disability benefits during the year. The
exposed population is comprised of workers who are disability insured but not entitled to disabil-
ity benefits. The historical disability incidence rates used to fit the equations are age-adjusted to
the 1996 exposed population. The age-adjusted disability incidence rates (male and female) are
the crude rates that would occur in the disability exposed population as of January 1, 1996, if that
population were to experience the observed or assumed age-sex specific disability incidence rates
in the selected year.

Data on disability incidence are obtained from SSA administrative records and the age-adjusted
disability incidence rates are computed by OCACT. Over the historical period from 1970 to 2003,
disability incidence rates have varied widely due to changes in legislation and program adminis-
tration as well as economic and demographic factors.

The equations for disability incidence rates are selected separately for males and females. Over
the historical period of 1970 through 2003, both the male and the female series fail their tests for
stationarity. However, in this model it is assumed that the nonstationarity in these series is due to
the various changes in the law over the historical period. Therefore, both series were modeled
without correcting for nonstationarity. Using time-series analysis, both series were modeled indi-
vidually as AR(2) processes. The R-squared values for the male and female disability incidence
rate equations were 0.89 and 0.87, respectively. The actual and fitted values for males and females
are shown in figures I1.7 and 11.8, respectively.

The modified male disability age-adjusted incidence rate equation is:

DIM, = DIM,® +1.47dim_, - 0.63dim_, + &,. (20)
In this equation, DIM; represents the male disability incidence rate in year t; DIM," represents
the male disability incidence rate from the TRO4II in year t; dim, represents the deviation of the

mal e disability incidence rate from the TRO411 male disability incidenceratein year t; and & isthe
random error in year t.

15



Equation Selection and Parameter Estimation

Figure I1.7—Male Disability I ncidence Rate, Calendar Years 1970-2003
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The modified female age-adjusted disability incidence rate equation is:
DIF, = DIE™ +1.45dif,_, —0.62dif,_, +&,. (11)

In this equation, DIF, represents the female disability incidence rate in year t; DIF'® represents
the female disability incidence rate from the TRO4II in year t; dif; represents the deviation of the
female disability incidence rate from the TRO4I1 female disability incidence rate in year t; and &
isthe random error in year t.

Figure |1.8—Female Disability Incidence Rate, Calendar Years 1970-2003
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Disability Recovery Rate

G DISABILITY RECOVERY RATE

The disability recovery rate for a given year is the proportion of disabled-worker beneficiaries
whose disability benefits terminate as a result of the individual’s recovery from disability. The
age-adjusted disability recovery rates (male and female) are the crude rates that would occur in
the in-current-payment population as of January 1, 1996, if the population were to experience the
observed or assumed age-sex specific disability recovery ratesin the selected year.

Data on disability recovery are obtained from SSA administrative records and the age-adjusted
disability recovery rates are computed by OCACT. Over the historical period from 1970 to 2003,
there has been substantial variation in the age-adjusted disability recovery rates. This variation is
believed to be mostly due to changesin the law. For example, the age-adjusted disability recovery
rate for males jumped from 10.3 per thousand in 1996 to 24.4 per thousand in 1997, largely as a
result of the effects of a provision in Public Law 104-121. This provision prohibited benefit pay-
ments to individual s where drug addiction and/or alcoholism was material to the determination of
disability.

The equations for disability recovery rates were modeled separately for males and females. The
historical disability recovery rates used to fit the equations were age-adjusted to the 1996 in-cur-
rent-payment population. Due to the frequent changes in the law, the time period considered was
narrowed to 1985 through 2003. The value for 1997 was excluded in the development of the
equation due to the change in the law described above. The AR(1) model provided the best fit of
the models that were tested. The R-squared values for the male and femal e disability recovery rate
equations were 0.83 and 0.50, respectively.

The modified male age-adjusted disability recovery rate equation is:

DRM, = DRM® +0.58drm_, + &, . (12)
In this equation, DRM; represents the male disability recovery rate in year t; DRM /" represents
the male disability recovery rate from the TRO4II in year t; drm, represents the deviation of the
male disability recovery rate from the TRO4lI male disability recovery rate in year t; and & isthe
random error in year t.
The modified female age-adjusted disability recovery rate equation is:

DRF, = DRF™ +0.57drf,_, +¢,. (13)

In this equation, DRF; represents the female disability recovery rate; DRF'® represents the
female disability rate from the TRO4II in year t; drf; represents the deviation of the female dis-

ability recovery rate from the TRO41I female disability recovery rate in year t; and & is the ran-
dom error in year t.
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Documentation of the Computer Program

1. DOCUMENTATION OF THE COMPUTER PROGRAM

This chapter describes the details of the computer program used to run the OSM. The model was
written in Fortran 90/95 and compiled using the Compaq Visual Fortran compiler, version 6.1.A.
The program has about 26,000 lines of source code and was written in modular format with 20
source code files. It uses over 160 data files as input and about 425 MB of RAM. On a personal
computer with a 2.8 GHz Intel Pentium 4 processor, running 5,000 simulations takes about 34
hours.

A. ORGANIZATION

The OSM contains nine modules. They are executed sequentially in the following order: Assump-
tions, Population, Economics, Insured, DIB (Disability Insurance Beneficiaries), OASIB (Old-
Age and Survivors Insurance Beneficiaries), Awards, Cost, and Summary Results. In a sequential
model, the output from an earlier module may become input to a later module. The flow of data
among the OSM modules is summarized in table I11.1. The first column lists the nine modulesin
the order in which they are executed. For each module, the second column lists the modules from
which it receives input, while the third column lists the modules to which it provides input. For
example, the Population Module receives input from only one module (i.e., Assumptions) and
provides output (that then becomes input) to six modules (i.e., Economics, Insured, DIB, OASIB,
Awards, and Cost). The Assumptions Module does not receive data from any of the other mod-
ules, while the Summary Results Module does not send data to any of the other modules. It is
important to note that in this table the only instance in which a module sends data to an earlier
solved module is the DIB Module sending data to the Economics Module. This is possible
because the DIB data sent there is from the prior (not current) year.

The computer program used to solve the modules is organized to go through three main phases:
initialization, simulation, and wrap-up. In the initialization phase, the program prepares input and
output files and variables needed by each module. In the simulation phase, the program solves the
first eight modules using two nested loops. The first (outermost) is the run number loop. It loops
once for each ssmulation. The second is the year loop. It loops from thefirst year of the simulation
(the current Trustees Report year) through the last year of the simulation (the Trustees Report year
plus 75). Thus, for the 2004 Trustees Report, the year loop startsin 2004 and ends in 2079 (atotal
of 76 years for each simulation). In the wrap-up phase, the program sorts and prints the final out-
put results.
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Table 111.1—Module Dependencies

Organization

Module Input Modules Output Modules
Assumptions N/A Population
Economics
DIB
Cost
Summary Results
Population Assumptions Economics
Insured
DIB
OASIB
Awards
Cost
Economics Assumptions Insured
Population Awards
DIB Cost
Insured Population DIB
Economics OASIB
DIB Assumptions Economics
Population OASIB
Insured Cost
OASIB Population Cost
Insured
DIB
Awards Population Cost
Economics
Cost Assumptions Summary Results
Population
Economics
DIB
OASIB
Awards
Summary Results Assumptions N/A
Population
Cost
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B. MODULES

All of the modules, with the exception of the Assumptions and Summary Results Modules, are
adapted from the deterministic computer model used to prepare the 2004 Trustees Report. The
modules are written so that the set of nonstochastic inputs required to begin the projections is
identical with the input assumptions used when running the deterministic model under the
TRO4l1. Moreover, the mean value for each stochastic variable is assumed to be the same as the
value assumed for the variable under the TRO4II.

1. Assumptions

The Assumptions Module contains 54 equations, one for each stochastic variable. These equa-
tions are described in detail in chapter |1, and include ones for the total fertility rate, rates of mor-
tality improvement (21 mae age groups and 21 femae age groups), immigration level,
emigration level, net other immigration level, unemployment rate, inflation rate, real interest rate,
percent change in real average covered wages, disability incidence rates (male and female), and
disability recovery rates (male and female).

The equations are used to set the annual values for the stochastic variables. In any particular year,
the value for a stochastic variable is determined, in part, by the equation’s error term. If the error
term for an equation is not dependent on the error terms of other equations, then arandom number
isdrawn for each year from a normal distribution with mean zero and standard deviation equal to
the estimated standard error for the equation. If the error term for an equation is dependent on the
error terms of other equations, then a Cholesky decomposition is used to assign the appropriate
level of covariance. See appendix B for more details on this process.

The final step of this module is to use the error terms to calculate the results of each equation.
Chapter 11 provides more details on specific equations.

For the mortality equations, an additional step decomposes the annual rates of decreasein the cen-
tral death rates by age group into single years of age.

2. Population

The Population Module projects the Social Security area population by sex, single year of age,
and marital status. The components of change—fertility, mortality, and immigration—are applied
each year throughout the projection period based on levels generated in the Assumptions Module.
The population is grouped by marital status using the relative proportions for each age-sex group
projected under the TRO4II.

The population is projected by starting with the beginning of the year population, adding births
and immigration, and subtracting deaths and emigration. The total fertility rate is distributed
among women of childbearing age using the relative proportions of age-specific birth rates for
each year from the TRO4I1. The age-specific birth rates are then applied to the midyear population
to calculate the number of births. For the mortality projection, central death rates are computed by
applying the rates of decrease in the single year of age central death rates to the previous year’s
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Modules

central death rates. Death probabilities are derived from the central desth rates by assuming a uni-
form distribution of deaths for each age. The death probabilities are then applied to the beginning
of the year population to calculate the number of deaths for each single year of age and sex group.
For each type of immigration, the annual levels are distributed among the age-sex groups by using
the relative proportions from the TR0O4I1. The resulting population is then distributed by marital
status using the relative martial proportions for each age-sex group projected in the TROA4II.

3. Economics

The Economics Module receives data from the Assumptions, Population, and DIB Modules. The
Assumptions Module passes civilian unemployment, and inflation rates, along with the growth
rate in the real average covered wage. The Population Module passes the age-sex levels of the
Social Security area population and their life expectancies. The DIB Module passes age-sex levels
of disabled-worker beneficiariesin current-payment status.

For employment-related variables, the module projects various measures for the total U.S. econ-
omy and then converts them to OASDI covered concepts. For the earnings variables, the module
initially projects OASDI covered wages then converts them to a U.S. economy-wide concept. The
module estimates levels for most key variables by projecting deviations from values produced for
the TRO4II.

Labor Force Participation

Future civilian labor force participation rates by age and sex are influenced by projected disability
prevalence ratios, business cycles, life expectancies, and Social Security area population. For a
given year, the civilian labor force is summed from the products of the age-sex civilian labor force
participation rates and civilian noninstitutionalized populations. For each age-sex group, the civil-
ian noninstitutionalized population is the product of the Social Security area population and the
ratio of the noninstitutional to Social Security area population from the TR04I 1.

Total Employment

The civilian unemployment rates by age and sex are projected by distributing the stochastically
projected aggregate rate to its age-sex components. Projected total economy-wide employment is
summed from age-sex components derived from the corresponding components of the civilian
labor force and unemployment rates. The concept of total economy-wide employment is consis-
tent with the Bureau of Labor Statistics' Current Population Survey, and thus represents an “ aver-
age” level of employment for aparticular year. The projected total economy-wide employment by
age and sex is then used to estimate the number of workers with employment at-any-time during
the year, a concept closer to OASDI covered employment. Total at-any-time employment by age
and sex is influenced by the relative number of illegal immigrants in the workforce and by the
proportion of the population employed.
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Covered Employment

Total OASDI covered employment by age and sex is projected by removing noncovered workers,
including those assumed illegal, from the total at-any-time employment. Total OASDI covered
employment is then distributed to those with wages and to those with self-employed net income
only.

Covered Wages

Total OASDI covered wages are the product of the number of covered wage workers and their
average nomina covered wage. The average nominal covered wage is determined using the
annual inflation rate and the real average OASDI covered wage from the Assumptions Module.
Total U.S. economy-wide wages are projected as a ratio to OASDI covered wages, adjusted for
relative differences in illegal immigration. Total compensation for wage workers, total and cov-
ered self-employed income, taxable wages, and taxable self-employed net income are all derived
from assumed relationships from the TRO4I1. Multi-employer refund wages are projected as a
ratio to OASDI covered wages, adjusted for relative differences in the unemployment rate.

Taxable Payroll, Average Wage Index, and COLA

The OASDI taxable payroll is the sum of taxable wages and self-employed income, |ess one-hal